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Introduction to community detection

• Many networks have community structure:
• Some nodes are densely connected with each other
(community)

• Communities in social networks can be due to language,
age, race, …

• Importance:
• Can help us understand how the system works
• Communities often have properties that differ a lot from
the average network properties

“As long as there will be networks, there will be
people looking for communities in them.”

— Fortunato and Hric, 2016

• We focus on growing networks in particular:
information and social networks, for example

• Detecting communities in such systems can help to
understand:
1. Group formation
2. Opinion polarization
3. Spreading of misinformation
4. …
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Network modularity (static)

• Popular approach to community detection: maximize the
modularity function (Girvan & Newman, 2002)

• Its version for directed networks (Arenas et al., 2007):

in the same community
↓

Q =
1
m

∑
i, j

(
Aij −

kouti kinj
m

)
δ(ci, cj)

↗ ↑ ↖
number of links connected or not link expectation
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Growing networks with community structure

• Modeling growing networks (Medo et al., 2011):

P(i|j, t) ∼ ki(t)︸︷︷︸
degree

× fi︸︷︷︸
fitness

× D(t)︸︷︷︸
aging

• Preferential attachment and node fitness are optional
• Node aging: timescale Θ

• Community structure can be easily introduced
• Assign each node to a ground-truth community C
• Multiply P(i|j, t) with

µ[1− δ(Ci, Cj)] + (1− µ)δ(Ci, Cj)
• µ = 0: only nodes from the same community can connect
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The problem in growing networks

node appearance time

true community 1

true community 2

node appearance time

true community 1

true community 2

Community detection with static modularity

Problem even when µ = 0
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Opposite to the well-known “resolution limit” of modularity

Fortunato & Barthélemy, 2007
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Modularity for growing networks (to be submitted)

• The reason of failure:
If time matters, the link expectation term is wrong

Q = 1
m
∑

i, j

(
Aij −

kouti kinj
m

)
δ(ci, cj)

• Dynamic Configuration Model (Ren et al., 2018?):

Temporal modularity computes link expectation from L layers

QT(L) =
1
m

∑
i,j

(
Aij −

L∑
l=1

∆kouti,l ∆k
in
j,l

ml

)
δ(ci, cj)
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Temporal modularity in action
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Temporal modularity in action
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Real data

• Two real datasets
1. Subsets of the APS citation data from years 1893–2013
corresponding to the second level in the PACS
classification (e.g., 89.75.* = “Complex systems”)

2. Subsets of a news citation dataset (Spitz and Gertz, 2015)
corresponding to individual newspapers

• But… How to evaluate network partitions in real data
without the ground truth?
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Custom-made evaluation metric

bad

node appearance time

true community 1
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Community detection with static modularity

good
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Community detection with temporal modularity

New metric: average community span∗ Ω
*: Span of a community is the difference between the 20th and 80th percentile
of node IDs in the community, and the average is weighted by community size.
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Real data results
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Take-home message

−→

1. Static modularity fails when aging is fast,
temporal modularity just works

2. Models help you assess old tools and
devise new ones

3. In many systems, taking time into account
improves the results
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Web site: www.ddp.fmph.uniba.sk/~medo/physics/

Manuel Mariani Zhuo-Ming Ren An Zeng Yi-Cheng Zhang

Thank you for your attention!

www.ddp.fmph.uniba.sk/~medo/physics/


Thank you for your attention!

Questions?
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